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I. ORIENTATION

The world we live in is well-described by quantum me-
chanics. What should we make of that? In a way, the
answer to this question was once less positive than it
is today. For although quantum theory is a tool of un-
precedented accuracy in predicting and controlling the
phenomena about us—and by way of that is the basis
of our technological society—the intellectual lesson we
have come to derive from it has been one largely of lim-
itations. The best place to see this attitude at work is
in a standard presentation of the Heisenberg uncertainty
relations. It is almost as if the world were holding some-
thing back that we really had every right to possess: the
task of physics, or so it was believed, is simply to sober
up to this fact and make the best of it.

In contrast to this textbook lesson, the last five years
have seen the start of a significantly more positive, al-
most intoxicating, attitude about the basic role of quan-
tum mechanics. This is evidenced no more clearly than
within the small, but growing [1], community of work-
ers in Quantum Information Theory [2] and Quantum
Computing [3].1 The point of departure in both these
disciplines is not to ask what limits quantum mechan-
ics places upon us, but instead what novel, productive
things we can do in the quantum world that we could
not have done otherwise. In what ways can we say that
the quantum world is fantastically better than the clas-
sical world?

The two most striking examples of this so far have
been quantum cryptographic key distribution [4,5] and
Shor’s quantum factoring algorithm [6,7]. In the case
of the first example, one sees that quantum mechanics
allows two communicators to transmit to each other a

1For quick reference, two recent articles on the subject can
be found in Physics Today: Oct. 1997, pp. 19–21, and Oct.
1995, pp. 24–30. Some WWW links can be found in John
Preskill’s “Physics 229” homepage at http://www.theory.

caltech.edu/people/preskill/ph229. Also see Oxford Uni-
versity’s Centre for Quantum Computation homepage at
http://www.qubit.org/.

random cryptographic key in such a way that eavesdrop-
ping on the transmission can be excluded out of hand.
This is impossible in the classical world because there is
no direct connection between the information that can
be gathered about a physical system’s state and the dis-
turbances induced upon that state in the process [8,9].
Without the indeterminism of quantum mechanics, two-
party data transmissions would remain forever vulnerable
to clever or powerful eavesdropping techniques.

In the case of the second example, one sees that algo-
rithms designed for computers built of unabashedly quan-
tum components—that is, components that can remain
coherent with each other throughout the computation—
can factor large integers exponentially faster than any-
thing written for standard classical computers. To give
a quick example of what this means in real terms, con-
sider a 600-digit number that is known to be the product
of two (secret) primes. The number of computational
steps required of a classical computer to crack it into its
two components is of the order of 1034. In contrast, the
corresponding number of steps for a quantum computer
is only 1011. Quantum computing can give 23 orders of
magnitude greater efficiency in this problem!

These two examples are the most outstanding of the
class, and there is well-founded hope that they are the
tip of a technological iceberg. However, I believe there
is a similarly founded hope that they are also the small
tip of a physical iceberg. Looking at quantum mechan-
ics through the eyes of these two fields cannot help but
lead to greater and deeper—and perhaps the deepest—
insights into its structure and ultimate use. These are
the insights that could poise physics for the great break-
throughs that will surely come about next century, even
in disciplines as far-flung as quantum gravity and quan-
tum cosmology.

But this is my grand vision. Little will come of it if it is
not preceded by years of more realistic, more concrete ex-
ploration of the structure of quantum information. This,
as part of the accumulating results of the communities
just described, is the subject of this research proposal.

To give some indication of the wider context that
flows into the specialization of Quantum Information and
Quantum Computing, one need only note that, by its
very makeup, it must call upon the expertise of stan-
dard communication theory, cryptography, computation
theory, number theory, signal processing, and various
branches of statistical mechanics. Dreams of possible ex-
perimental implementations have called upon the quan-
tum optics community [10,11], the ion trap community
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[12,13], the NMR spectroscopy community [14,15], and
to a smaller extent solid-state physics [16,17].

The particular aspect of Quantum Information Theory
that has been my focus the last four years is closely allied
to the well-established tradition in mathematical physics
pioneered by the likes of Holevo [18], Lieb [19], Lindblad
[20], and Uhlmann [21]. It is my intent to strengthen
and build upon the connections between that tradition
and this upstart field, which already in many ways is its
continuation. I hope this becomes apparent in the details
that follow.

II. RESEARCH PROPOSAL

My research interests might be described as tria juncta
in uno.2 The conjunction of these three topics, for the
most part, exhausts what is presently meant by “Quan-
tum Information Theory.”
• Sending Classical Information on Quantum

Mechanical Channels. People encode “classical”
information—like the stories in today’s newspaper—into
the states of quantum systems for a simple reason: to get
it from one place to another. Since the world is quan-
tum mechanical, this, in the last analysis, is exactly what
one always does in transmitting information. Strangely
enough however, literally almost all of modern informa-
tion theory (as exhibited in the 44 existent volumes of
IEEE Transactions on Information Theory) has ignored
this fact in any but the most trivial ways.

Once one takes it seriously that physical information
carriers are quantum mechanical, one can ask a whole
host of questions that could not have been asked before.
For instance, can it help the receiver to collect many sep-
arate transmissions before performing the quantum mea-
surement required to decode them [22,23]? That is to say,
can collective quantum measurements on separate signals
be more powerful than individual measurements [24,25]?
Can it ever help to entangle separate transmissions—
as with Einstein-Podolsky-Rosen pairs—before sending
them through the channel [26]? Can one help evade a
channel’s noise by encoding the signals in nonorthogonal
quantum states [27,28], in spite of the fact that the clas-
sical analog of this corresponds to sending noisy signals?

Of course, the answer to all these questions is “yes.”
And this is enough to demonstrate that these lines of
thought are not trivial. However, the work remaining
before a theory as coherent as classical information the-
ory can emerge is legion. In particular, the counterpart

2Not to worry, I won’t pretend that I knew this phrase before
looking in my thesaurus! ... But when you learn something
like this, you’ve just got to use it! Apparently this phrase is
the motto of “The Most Honourable Order of the Bath,” a
particular British order of chivalry.

of the most basic question of all classical information
theory—What is the capacity of a discrete memoryless
channel?—has yet to be solved.

The most exciting prospect of this set of questions for
physics is the potential it holds for giving new and unique
and very strongly motivated measures of “correlation”
between two subsystems of a larger whole. Shannon’s
solution of the channel capacity question brought with it
a measure of correlation (the “mutual information”) of a
generality greatly exceeding the scope of its motivation
[29]. Its physical applications have ranged from infor-
mation theoretic versions of the Heisenberg relations [30]
to a final solution of the old Maxwellian demon problem
[31,32]. One can expect no less for a quantum measure
of classical correlation. In particular, the importance of
uniquely quantum measures of correlation for quantum
statistical mechanics has been emphasized recently by
Lindblad [33] and Schack and Caves [34].
• Information Gain vs. Quantum State Distur-

bance in Quantum Theory. The engine that powers
quantum cryptography is the principle that it is impos-
sible to gather information about a quantum system’s
unknown state without disturbing that system in the pro-
cess. (This is so even when the state is assumed to be
one of only two nonorthogonal possibilities.) This situ-
ation is often mistakenly described as a consequence of
the “Heisenberg uncertainty principle” but, in fact, is
something quite distinct [8,9] and only now starting to
be studied in the physical literature. A more accurate
account of the principle is that it is a feature of quantum
mechanics that rests ultimately on the unitarity of the
theory, and may be seen as a quantitative extension of
the so-called “no-cloning theorem” [35–37]. In contradis-
tinction, the Heisenberg principle concerns our inability
to “get hold” of two classical observables—such as a po-
sition and momentum—simultaneously. It thus concerns
our inability to ascribe classical states of motion to quan-
tum systems—that has very little to do with the issue of
encoding information in and retrieving information from
the quantum states themselves.

Because this way of looking at “information gain” and
“disturbance” for quantum systems is itself purely quan-
tum mechanical and does not rely on antiquated classical
notions, it holds the possibility of giving the best under-
standing yet of those things the founding fathers (like
Heisenberg, Pauli, and Bohr) labored so hard to formu-
late. But what is the unifying theme? What are the
directions to take? One can elaborate upon the direc-
tion defined by practical quantum cryptography [38–40]
or one can take a more direct route inspired by the origi-
nal no-cloning theorem [41–43]. Each method is begging
for a more systematic account than has been afforded by
these simple preparatory explorations.

A novel approach, and one which I have turned my at-
tention to recently, is to seek out the connection between
quantum entanglement measures and the information–
disturbance principle [43–45]. The main point about this
line of thought is that in the scenario of quantum cryp-
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tography, any would-be eavesdroppers must become en-
tangled with the information carriers traveling between
the legitimate users. Can one read the tradeoff between
information and disturbance directly from something to
do with entanglement itself? Perhaps by a sort of “entan-
glement conservation” principle? These are the sorts of
questions that first require progress in the next research
topic.
• Quantifying Quantum Entanglement: Sepa-

rating It from Classical Correlation. The preoc-
cupation of classical information theory is to make the
correlation between sender and receiver as high as possi-
ble. This is what communication is about. But it is only
part of the story in Quantum Information Theory. The
quantum world brings with it a new resource that senders
and receivers can share: quantum entanglement, the stuff
Einstein-Podolsky-Rosen pairs and Bell-inequality viola-
tions are made of. This new resource, of all the things
mentioned so far, is the most truly “quantum” of quan-
tum information. It has no classical analog, nor might it
have been imagined in a classical world.

What is quantum entanglement? It is not probabilistic
correlation between two parts of a whole. Rather it is
the potential for such a correlation. In a quick portrayal:

classical correlation—

Alice and Bob entered a lottery for which they were
the only players. They have not opened their “win-
nings” envelopes yet, but the messages in them say
that one is the winner and one is the loser. Which
is which, they do not know—they only know the
correlation—but the answer is there, objectively ex-
istent, without their looking.

quantum entanglement—

Alice and Bob will eventually perform measurements
on the EPR pair their envelopes contain and the out-
comes will be correlated. However, before the mea-
surements are performed, there are no objectively
existent variables already there. Different measure-
ments can and will lead to different correlations.

In a certain sense, entanglement is a kind of all-purpose
correlation just waiting to be baked into something real—
a quantum “Martha White’s Flour” [46]. The uses for
this all-purpose correlation are manifold within Quantum
Information Theory. Beside the applications above [4,26],
there is also quantum-state teleportation [47], quantum
superdense coding [48,49], error-correction for quantum
computers [50], entanglement-assisted multi-party com-
munication games [51], better control of atomic frequency
standards [52,53], and the list goes on.

The deepest set of questions here, and the largest fo-
cus of my present research [54,55], concern quantifying
this newly recognized physical essence in an application-
independent way [56–58]. As an example, take an EPR
pair, half of which has been transmitted through a noisy
(decohering) quantum channel. Because of the noise, the
final state of this bipartite system is no longer a pure

state: it is described by a mixed state density opera-
tor. Some of the correlation there is still potential or all-
purpose, but some—because the decoherence has helped
promote it to a more tangible status—is simply classi-
cal correlation. How do we quantify the amount of each?
What, if anything, is the exchange rate between the two?
With some time, creativity, and hard work, we will one
day have these issues under control.
• • Synthesis. In some ways the project of Quan-

tum Information Theory can be likened to the begin-
ning of thermodynamics. It is not our place to develop
the question “What is heat, work, energy?” but instead
“What is correlation, indeterminism, entanglement?” No
informed judgment of the historic question could have
been made before the development of a quantitative the-
ory of thermodynamics, and it will be likewise with our
field. Whereas the fruits of the old question were the
mechanical theory of heat and its corollary of atomism,
we do not yet have a firm grasp of where our field is lead-
ing. It is clear, however, that it is going somewhere and
somewhere fast; at the very least, its applied, technolog-
ical innovations can neither be denied nor safely ignored.

What is correlation, indeterminism, entanglement?
This is what the three research areas above are trying
to make quantitative. Each contains within itself a little
seed of the others; each sheds light on the structure of
quantum information.

III. WIDER SEAS

Eight years after the inception of classical information
theory, Claude Shannon, its founder, warned [59],

Although this wave of popularity is ... pleasant and
exciting for those of us working in the field, it carries
at the same time an element of danger. While we feel
that information theory is a valuable tool in providing
fundamental insights into the nature of communica-
tion ... it is certainly no panacea .... Seldom do more
than a few of nature’s secrets give way at one time.

History has borne Shannon out: information theory is
not a panacea. But, cure-all or not, the field has had a
great impact on applications that can hardly be said to
resemble the original one, that of describing communi-
cation over noisy channels [60]. One need only look at
information theory’s influence on fields as far ranging as
biology, economics, and psychology [61], to see this point.

What is it that we can expect of Quantum Informa-
tion Theory once it is complete and coherent? What
more might it say about a few of natures secrets? With
the reader’s indulgence, I will attempt to express some
of my present views on the question. These have to do
with the “grand vision” and “physical iceberg” of the
Introduction—the real sources of my day-to-day motiva-
tion.

The year 1957 is significant in physical thought be-
cause it marks the penetration of information theory into
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physics in a systematic way—into statistical mechanics in
particular [62]. This refers to the Maximum Entropy or
“MaxEnt” program for statistical mechanics set into mo-
tion by E. T. Jaynes [63]. With the tools of information
theory, one was able for the first time to make a clean
separation between the purely statistical and the purely
physical aspects of the subject matter.

Perhaps it would be good to present a mild example of
this. Because of MaxEnt, a standard statistical mechan-
ical ensemble—like the canonical ensemble—can finally
be seen for what it really is: an expression of the physi-
cist’s state of knowledge (specified, of course, by the ex-
perimental parameters under his control). Though this
reveals a subjective element in statistical mechanics, the
ensemble is not arbitrary. Two physicists working on a
single experiment and possessing identical data—if true
to their states of knowledge—will derive the same dis-
tributions for the system’s variables. The structure of
the canonical distribution, with its exponential form, is
due purely to the kind of knowledge the experimenter
possesses—in this particular case, the expectation value
of some observable and nothing else. That is to say, the
canonical distribution’s form is a theorem of the laws of
inference, not physics. The physics of the system rests
solely in its Hamiltonian and boundary conditions. This
conceptual separation between the physical and the sta-
tistical can be fruitful. With it, one can, for instance,
derive the second law of thermodynamics in an almost
trivial way [64].

In contrast to this, quantum theory is at its heart a sta-
tistical theory of irreducibly statistical phenomena—this
is the great lesson of the Kochen-Specker theorems and
the Bell inequalities [66]. What can this possibly mean
for the issue just explored? With due attention to the
success of the MaxEnt program in the last 40 years [65],
one can hardly feel it unreasonable to ask: What part of
the formal structure of quantum mechanics is forced upon
us by physics alone—i.e., that the theory be about irre-
ducibly statistical phenomena—and what part is forced
upon us as a consequence of the form any theory must
take in light of that subject matter [67,68]? George Boole
called probability theory a “law of thought” because it
specifies the rules with which we should think when we
come upon situations where our information is incom-
plete [69,70]. What part of quantum mechanics is simply
“law of thought,” and what part is irreducibly physics?

A mature Quantum Information Theory is likely to
be uniquely stationed to contribute to this question,
or at least to test whether anything might come of it.
The quantitative statements it will possess for the infor-
mation–disturbance tradeoff and the correlation–entan-
glement dichotomy should be of just the right flavor for
such a thing. Both threads explore the difference be-
tween probabilities that can be improved upon because
they correspond to lack of knowledge and probabilities
that are more the nature of “potentialities” for which no
improvement can be had.

Once this issue is settled, one may finally hope for a
simple, crisp statement of what our quantum theory is
all about [71]. And once that is in hand, who knows
what the limits might be? To place the issue within an
historical context, one can speculate how long it would
have taken to stumble across general relativity if it had
not been for the compelling vision that Einstein found
lying behind the Lorentz transformations. The equations
were there with Lorentz, but the essence of it all—and
the simple picture with which progress could be made—
came with Einstein’s special relativity.

Comparable to this opportunity for fundamental phys-
ics, one might imagine a similar blossoming of opportu-
nity for other endeavors. A classification of quantum
theory’s content in the way suggested above could dis-
till mathematical structures that other, extra-quantum-
mechanical, efforts [72–74] might use to their advantage.
After all, this is exactly the sort of thing that happened
with the MaxEnt program: its applications range from
observational astronomy to pharmaceutical studies to ar-
tificial intelligence3 [63]. Are there fields beside quan-
tum physics that encounter situations where the maximal
knowledge of something can never be made determinis-
tically complete [75–77]? If so, then they will plausibly
find novel use for the mathematics4 of quantum physics
and Quantum Information Theory.

The main point that I would like to impress with this
final speculation—even allowing that the details above
be taken with a grain of salt—is that the structure of
quantum mechanics is an amazingly beautiful intellectual
edifice. It would be a shame if its only application were
for quantum mechanics itself.

IV. SUMMARY

There is a grand adventure in front of the physics com-
munity called Quantum Information and Quantum Com-
puting. Its hallmark is to view quantum theory in a
way little before explored, in a way that accentuates the
positive. Delimiting the structure of quantum informa-
tion may well be a key to great progress in fundamental
physics—but that may be some time in the coming. In
the mean time there is much solid work to be done ex-
ploring entanglement, information vs. disturbance, and
the information-carrying capacities of quantum mechan-
ical systems. This is my preoccupation; this is the field
of research I call my home. I thank you for your consid-
eration.

3A particularly cogent example of the use of these methods
in artificial intelligence can be found at Microsoft Research
Division’s Decision Theory & Adaptive Systems Group home-
page: http://www.research.microsoft.com/dtas/.

4Please note that I did say “the mathematics of” here.
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